
RECAP: 3D Traffic Reconstruction
Christina Suyong Shin

University of Southern California
USA

Weiwu Pang
University of Southern California

USA

Chuan Li
General Motors

USA

Fan Bai
General Motors

USA

Fawad Ahmad
Rochester Institute of Technology

USA

Jeongyeup Paek
Chung-Ang University

South Korea

Ramesh Govindan
University of Southern California

USA

Abstract
On-vehicle 3D sensing technologies, such as LiDARs and
stereo cameras, enable a novel capability, 3D traffic recon-
struction. This produces a volumetric video consisting of a
sequence of 3D frames capturing the time evolution of road
traffic. 3D traffic reconstruction can help trained investiga-
tors reconstruct the scene of an accident. In this paper, we
describe the design and implementation of RECAP, a system
that continuously and opportunistically produces 3D traffic
reconstructions from multiple vehicles. RECAP builds upon
prior work on point cloud registration, but adapts it to settings
with minimal point cloud overlap (both in the spatial and tem-
poral sense) and develops techniques to minimize error and
computation time in multi-way registration. On-road exper-
iments and trace-driven simulations show that RECAP can,
within minutes, generate highly accurate reconstructions that
have 2× or more lower errors than competing approaches.

CCS Concepts
• Networks→ Cyber-physical networks; • Computer sys-
tems organization→ Special purpose systems.

Keywords
Collaborative Sensing, Accident Traffic Reconstruction, Iter-
ative Closest Point

ACM Reference Format:
Christina Suyong Shin, Weiwu Pang, Chuan Li, Fan Bai, Fawad
Ahmad, Jeongyeup Paek, and Ramesh Govindan. 2024. RECAP: 3D
Traffic Reconstruction. In The 30th Annual International Confer-
ence on Mobile Computing and Networking (ACM MobiCom ’24),
November 18–22, 2024, Washington D.C., DC, USA. ACM, New
York, NY, USA, 16 pages. https://doi.org/10.1145/3636534.3690691

This material is based upon work supported in part by the National Science
Foundation under Grant No. 1956445 and by a grant from General Motors.

1 Introduction

Sensing has long been an integral part of vehicular traffic
management [41]. Road-embedded induction sensors, magne-
tometers, and above-road video cameras provide information
about instantaneous traffic flow as well as aggregated views of
traffic at intersections and major roadways. The commoditiza-
tion of 3D sensing technologies, such as LiDARs and stereo
cameras, will likely enable a novel capability, 3D traffic re-
construction, which produces a volumetric video consisting
of a sequence of 3D frames. Each frame captures traffic par-
ticipants (e.g., vehicles, pedestrians, or bicyclists) and the
surrounding scene in three dimensions. The volumetric video
then captures, also in 3D, the time evolution of traffic. In this
sense, 3D traffic reconstruction produces a live digital twin of
traffic at an intersection or on the roadway.

3D traffic reconstruction can improve traffic safety and traf-
fic management. For instance, it can aid accident reconstruc-
tion, in which certified professionals attempt to reconstruct
the scene of an accident post-facto. In contrast, an accurate
3D traffic reconstruction can provide direct views of traffic
dynamics before, during, and after the accident. As such,
at-fault assessment is likely to be made much easier with
this capability. 3D traffic reconstruction can also be used for
roadway planning and other traffic management tasks (§2).

Motivated by the imminent availability of 3D sensors on
vehicles, we consider opportunistic 3D traffic reconstruction,
which combines 3D sensor data from vehicles that choose to
participate to enable the capability.

We describe the design and implementation of RECAP, a
system that provides opportunistic 3D traffic reconstruction,
which, to our knowledge, no prior work has considered.

In RECAP, vehicles stream compressed 3D sensor data
to a cloud service that performs 3D traffic reconstruction.
Especially for accident reconstruction, accuracy is the primary
requirement. RECAP must also ensure coverage and relatively
quick time-to-reconstruction (§2.1).

https://doi.org/10.1145/3636534.3690691
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RECAP’s core problem is to fuse 3D frames taken from
different moving vehicles’ 3D sensors at each instant accu-
rately and quickly. A 3D frame from a LiDAR, for instance, is
represented by a point cloud, and point cloud fusion converts
each point’s position to a common frame of reference and
merges all the points together to produce the fused 3D frame.
Unfortunately, potential approaches for transforming all Li-
DARs to a common coordinate system using GPS or on-board
high-definition (HD) maps are insufficient as are alternative
reconstruction approaches such as photogrammetry (§2.2).

Point cloud registration [10, 12, 14] can accurately con-
vert point clouds (pairwise or multi-way) to a common frame
of reference. However, early approaches to pairwise regis-
tration use iterative search methods that can be compute-
intensive and susceptible to local minima. More recent data-
driven approaches generalize poorly. Multi-way registration
approaches [14] use pairwise registration and can be adversely
affected by pairwise registration error. Finally, by itself, point
cloud registration cannot ensure coverage; registration re-
quires point cloud overlap, and the faster vehicles move, the
shorter the time during which their point clouds overlap, re-
sulting in shorter duration of reconstructions.

To overcome these challenges, RECAP makes three main
contributions (§3):
• An overlap-scoped registration technique that uses position

hints to determine point cloud overlap, then runs registra-
tion only on points in the overlapped region to ensure more
accurate and faster registration.
• A temporal expansion technique that expands point clouds

over time to create more overlap opportunities resulting in
longer duration reconstruction with coverage.
• A participant selection technique that determines those ve-

hicles whose point clouds are likely to enable high-quality
and wider-coverage multi-way registration.
Evaluations (§4) based on both real-world experiments

and photo-realistic simulations demonstrate that RECAP can
achieve accurate traffic reconstruction for different traffic
scenes and traffic density. It can generate highly accurate
reconstructions that have 2× or more lower errors compared
to several position-based fusion and state-of-art registration
algorithms. It generates reconstructions within minutes, and
also increases the spatial coverage of reconstruction scenes
by nearly 40% in some cases using temporal expansion.

2 Motivation, Approach and Background
In this section, we describe the motivation underlying RECAP,
the problem it attempts to solve and its approach, and the
shortcomings of alternative approaches.

2.1 Problem and Motivation
Vehicles are starting to have on-board depth perception (or
3D) sensors, such as LiDAR or stereo cameras, for advanced

driving assistance (ADAS) or to achieve different levels of au-
tonomy [70]. Most vehicles already have 4G LTE connectivity
and will likely include 5G connectivity in the near future.

In this work, we consider a capability based on connected
vehicles with 3D sensors that has not, to our knowledge, been
explored before in the literature. Consider the scenario shown
in Fig. 1 in which three LiDAR-equipped vehicles are moving
towards an intersection (Fig. 1(a)). As each vehicle moves,
its LiDAR sensor outputs (at 10-20 Hz) 3D views (LiDAR
frames) of other vehicles as well as pedestrians and bicyclists
at the intersection (Fig. 1(b)). Each LiDAR frame is a point
cloud, where each point represents a reflection of one of the
LiDAR’s laser beams; each point is associated with a 3D
position, as well as other attributes such as intensity.

If each vehicle compresses successive LiDAR1 frames and
transmits these point cloud streams to the cloud, servers in the
cloud can decompress these streams on the fly. They can then
fuse each LiDAR frame from a vehicle with frames captured
from other vehicles at the same instant to produce a composite
3D view of traffic dynamics (Fig. 1(c)). A collection of suc-
cessive 3D views results in a volumetric video that represents
the movement of traffic participants in 3D over time.

We call this capability opportunistic 3D traffic scene re-
construction (or 3D traffic reconstruction, for short), because
it opportunistically leverages on-board 3D vehicular sensors.
Our approach relies on vehicles willing to stream point clouds
to cloud infrastructure. There may be several ways to incen-
tivize this. A navigation app (e.g., Waze) can provide ad-
vanced navigation assistance, or an insurer can provide a
discount in exchange for streamed point clouds. We have left
an exploration of incentives to future work.
Applications. Two applications motivate 3D traffic recon-
struction.

Accident Reconstruction. Most traffic accidents result in
a police report prepared by a police officer at the scene who
uses visual inspections and witness statements to produce
the report. When an accident involves a legal dispute [24],
the disputants sometimes employ a certified [3] accident re-
constructionist [47] who attempts to accurately re-create the
accident scene and other conditions before and after the ac-
cident. The reconstructionist2 obtains these reconstructions
from: an assessment of the damage to vehicles, reports of
witnesses at the scene, crash recorders on vehicles that record
speed, throttle, position and other internal vehicle sensors [68].
From an assessment of damage, the reconstructionist can use
software [31] to estimate the change in speed [39] as a result
of the collision. Witness statements provide additional context
1In this work, we focus on LiDARs because they generate sparser point
clouds than stereo cameras [52]. With 5G, it may be possible to stream denser
point clouds from stereo cameras; we leave it to future work to explore this.
2Accident reconstruction is a mature field with several textbooks on the
subject [6, 22, 28, 67, 68]; we describe it briefly in this paper.
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(a) (b) (c)
FIGURE 1: (a) Bird’s-eye view of three vehicles in an intersection. (b) Three point clouds from three vehicles. These single views are vulnerable
to some occlusions. (c) Fused point cloud. It captures more complete traffic scene than a single vehicle point cloud.

in terms of the presence and behavior of other traffic partic-
ipants (e.g., the presence of pedestrians or bicyclists, or the
erratic behavior of other vehicles). The output of these efforts
is often a video [1, 19, 74] that approximately re-creates the
entire scene leading up to the accident as well as the aftermath
of the accident [74].

Unlike this approach, 3D traffic reconstruction can pro-
vide a more direct reconstruction of the event using vehicular
sensors. It is likely to be more accurate than manual recon-
struction because: inferring vehicular behavior from damage
assessments requires solving an inverse problem that depends
on accurate models of vehicle kinematics and structure; not all
participants in the crash will have crash recorders (e.g., pedes-
trians, bicyclists, or motorcyclists); and witness statements
can be highly unreliable [68].

Traffic Analytics. The volumetric video produced by 3D
traffic reconstruction (a 3D traffic video) contains, at each
frame, the position of all visible participants including vehi-
cles, pedestrians, and bicyclists. From this, it is possible to
infer speeds and headings of every participant at each instant
in time. A collection of 3D traffic videos is a source of very
detailed traffic analytics and can be used, for example, to:
(a) test autonomous driving algorithms and neural networks
under different conditions; (b) benchmark cooperative percep-
tion [52, 83] techniques in autonomous driving; (c) simulate
different intersection designs [37] and analyze the impact of
signal phase and timing (SPAT [2]).
Goal and Requirements. Consider 𝑁 vehicles approaching
an intersection. At time 𝑡 , vehicle 𝑖’s LiDAR generates a frame
𝑓𝑖 (𝑡). The goal of 3D traffic reconstruction is to generate 𝐹 (𝑡),
a point cloud fused from each 𝑓𝑖 (𝑡). A sequence of 𝐹 (𝑡)s over
time results in a volumetric video.

Motivated by the applications discussed above, we impose
four requirements on 3D traffic reconstruction:

Accuracy. 3D traffic reconstruction must achieve high ac-
curacy for 𝐹 (𝑡). The accuracy of a point cloud represents
how closely it represents the ground-truth scene in 3D. More
precisely, we define reconstruction error as an average dis-
tance between a point in our reconstructed point cloud and

a corresponding point in the ground-truth point cloud [61].
Autonomous vehicles can position themselves using their sen-
sors to within 10-20 cms, so we require that 3D traffic recon-
struction also achieves this level of performance. Moreover,
accuracy is paramount for accident reconstruction: accurate
reconstruction ensures accurate trajectory reconstruction.

Coverage. 3D traffic reconstruction must achieve these
reconstruction accuracies over as large a spatial region as
possible. Put another way, suppose that there are two solu-
tions to the 3D traffic reconstruction problem, one of which
generates an 𝐹 (𝑡) that spans an area 𝑎1 and another that spans
a larger area 𝑎2, the latter solution is strictly preferred. This
requirement ensures that participant trajectories are visible
over a longer time duration during accident reconstruction
and also ensures that analytics applications have as much data
on participant movements as possible.

Time-to-reconstruction. The process of reconstruction
must complete relatively quickly, so the police officer writing
the accident report can use the reconstructed 3D traffic video.
While police response times vary widely, average response
times are usually under 10 mins [23], so RECAP should target
reconstructions within minutes. With this requirement, 3D
traffic videos will also be available to accident reconstruction-
ists who work on a longer time scale.

Non-reliance on HD Maps. For a reason discussed below,
a solution must not require HD maps but can use them when
available to increase reconstruction accuracy.

2.2 Alternative Approaches
In this section, we consider several alternative approaches
to 3D traffic reconstruction and demonstrate that they fail to
meet at least one of the requirements listed above.
Photogrammetry. Photogrammetry is a commonly used ap-
proach for 3D reconstruction. It infers 3D models of objects
using multi-view stereo (MVS) [30], which infers the struc-
ture (position and orientation) of the scene from the set of 2D
images. Using this structure and stereo correspondence from
multiple images, these algorithms estimate the depth of every
pixel in each image resulting in a dense 3D reconstruction of
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(a) (b) (c) (d)
FIGURE 2: (a) Point cloud from ColMap. Moving objects (e.g., vehicles or pedestrians) are absent in the point cloud. (b) Point cloud from
GPS+IMU pose (error: 1.13m). (c) Point cloud from HD map positioning (error: 20cm). Both (b) and (c) have blurry alignments while (b) is
worse than (c). (d) Ground-truth point cloud.

the entire scene/object. In our setting, photogrammetry might
be employed by taking a succession of images from each vehi-
cle 𝑣𝑖 , and using these to infer 𝐹 (𝑡). Unfortunately, photogram-
metry is suitable for reconstructing static scenes/objects, not
for tracking the position of moving objects, and can be inac-
curate when used for the latter. Moreover, photogrammetry
often takes several hours to complete.

To validate this, we used the CARLA simulator [25] in
which, at a traffic intersection, we spawned several moving
vehicles and pedestrians, and collected a sequence of images
from vehicles’ on-board cameras. For a 3D reconstruction
with images, we used ColMap [59], a popular open-sourced
photogrammetry implementation. After feeding images from
a selected vehicle, the resulting 3D reconstruction (Fig. 2(a))
could capture static objects (e.g., buildings or traffic lights)
but it could not capture any moving objects (e.g., vehicles
or pedestrians). Thus, photogrammetry-based reconstruction
cannot be used for 3D traffic reconstruction. Moreover, time-
to-reconstruction was more than 4 hours to process 115 im-
ages from one vehicle.
GPS+IMU. In this approach, the vehicle can use its GPS
position and IMU orientation to transform all LiDAR points
into the GPS coordinate system. Then, it can merge all of
the points from each LiDAR frame of each vehicle to obtain
𝐹 (𝑡). This approach can be extremely fast, but is limited by
the accuracy of on-board vehicular GPS.

To validate this, we conducted another experiment in
CARLA (more details in §4). We spawned seven vehicles in
a simulated traffic intersection and collected point clouds and
GPS and IMU readings from each vehicle’s sensors. Then,
we transformed point clouds from each LiDAR frame of the
vehicle to the GPS coordinate system, and merged all point
clouds. Because GPS is inaccurate, the fused point cloud
(Fig. 2(b)) is misaligned and looks blurry compared to the
ground-truth fused point cloud (Fig. 2(d)). Reconstruction
error (§2.1) of the point cloud in Fig. 2(b) was 1.13 m but
it took only 1 minute to generate a 3D volumetric video
consisting of 150 fused point clouds.

HD Maps. A similar approach to estimating 𝐹 (𝑡) is to use a
high-definition map. Autonomous vehicles use this HD map
to estimate their own position by comparing their sensor views
against the pre-computed on-board map. Each vehicle can
then transform each point in its LiDAR frame to the HD map’s
coordinate frame of reference. If all vehicles have the same
HD map, the composite view results by simply merging all
points from each LiDAR frame of each vehicle. This approach
is both accurate and fast, since HD maps provide accurate
localization and support fast lookup.

To validate this, we conducted an experiment in CARLA
that uses HDMap-computed positions. Because HD map po-
sitioning is more accurate than GPS, the fused point cloud
(Fig. 2(c)) shows traffic more clearly than the GPS+IMU ap-
proach. Reconstruction error of the point cloud in Fig. 2(c)
was 20 cm and it also took around 1 minute to generate a
3D volumetric video consisting of 150 fused point clouds.
Even with more accurate positioning, the fused point cloud
is visibly misaligned compared to the ground-truth stitched
point cloud (Fig. 2(d)).
Practicality of HD Maps. Of these approaches, HD maps
come closest to satisfying the requirements described
above. However, the use of HD map technology in future
autonomous driving is uncertain. The cost of collecting
and updating HD maps over large geographical regions
is proving to be expensive [21]. For this reason, some
vehicle manufacturers reportedly do not use HD maps [40].
Moreover, recent research has demonstrated that it may be
possible to do navigation for autonomous vehicles without
any maps at all [73], so in the future, vehicles might not need
HD maps at all. This motivates our non-reliance on HD maps
requirement described in §2.1.

2.3 Approach and Background
Consider two point clouds 𝐴 and 𝐵 which represent distinct
but overlapping views (respectively, 𝑣𝐴 and 𝑣𝐵) of a scene.
Point cloud registration is the process of estimating, using the
point clouds, the rigid transformation 𝑇 from 𝑣𝐴 to 𝑣𝐵 . Using
the matrix 𝑇 , one can transform the positions of points in 𝐴
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FIGURE 3: RECAP architecture: In RECAP, vehicles continuously
transmit compressed point clouds to a cloud that performs 3D traffic
reconstruction.

into 𝐵’s coordinate frame of reference (alignment) and can
then simply merge the two point clouds to stitch or fuse the
point clouds. We use this basic idea to generate 𝐹 (𝑡).

The most well-known approach for point cloud registration
is Iterative Closest Point (ICP) [9, 12], a technique that, given
an initial guess for 𝑇 , iteratively refines the transformation
matrix to minimize the distance between the closest points
from the two point clouds within the area of overlap. ICP is
known to be sensitive to the choice of initial guess [56].

ICP aligns two point clouds. In our setting, there may be
multiple vehicles, each of which generates a point cloud. Prior
work [14] has proposed an approach to register and align mul-
tiple views into a single global coordinate frame of reference.
This multi-way registration first computes pairwise transfor-
mations between every pair of point clouds, then optimizes a
pose graph whose nodes are the individual views and whose
edges are the transformations between them.

3 RECAP Design
Overview. Consider a scenario in which multiple vehicles
are on a road segment or at an intersection. Fig. 3 describes
how RECAP works. Each vehicle continuously transmits its
compressed LiDAR point clouds over the cellular network to
a cloud service. The latter (a) extracts individual LiDAR point
clouds from the compressed stream from each vehicle, then
(b) performs multi-way registration using multi-view ICP
(§2.3) at each instant 𝑡 on point clouds (or frames) 𝑓𝑖 (𝑡), 𝑖 ≤ 𝑁 .
The output of these steps, at 𝑡 , is a fused point cloud frame 𝐹 (𝑡)
(Fig. 1(c)). Successive fused point clouds form a volumetric
video3 comprising an accurate 3D traffic reconstruction.

RECAP performs 3D traffic reconstruction using several
components on the vehicle and the cloud (Fig. 3).

Vehicle. On-board a vehicle, RECAP runs two compo-
nents. Coarse pose estimation roughly estimates the current
3This video shows a bird’s eye view of a 3D traffic scene reconstruction:
https://youtu.be/SSTa3OhqiO4

position and orientation (i.e., pose) of the vehicle at each in-
stant. Point cloud compression compresses each point cloud
generated by the vehicle’s LiDAR. This is necessary because
raw LiDAR data can be voluminous. For instance, Ouster OS1-
64 LiDAR generates 10 point clouds per second requiring
almost 240 Mbps without compression. Fortunately, off-the-
shelf compression techniques can reduce this by almost two
orders of magnitude [58] to about 10 Mbps, well within LTE
speeds in today’s deployments (§4).

Cloud. RECAP’s cloud service decompresses the received
stream of point clouds. It uses the coarse pose estimate for
overlap-scoped registration which registers only points in
the overlapped region of two point clouds from two different
vehicles. RECAP, if necessary, performs temporal expansion,
which uses multiple temporal point clouds from a single vehi-
cle to produce a larger point cloud increases reconstruction
coverage. Finally, when there are multiple vehicles on a road
segment or at an intersection, RECAP’s participant selection
component finds the subset of these vehicles that will ensure
reconstruction accuracy.

These components perform three qualitatively different
tasks: (a) overlap-scoped registration increases the accuracy
and speed of pairwise registration, (b) temporal expansion
increases the coverage of registration and (c) participant se-
lection increases the accuracy of multi-way registration. The
following subsections discuss these.

Before doing this, we briefly discuss our choice of build-
ing block for registration. As described in §2.3, RECAP
uses a well-known ICP algorithm [10]. Recent work has
made impressive strides in training neural nets for registra-
tion [8, 15, 29, 33, 36, 78]. These are usually trained using
point clouds captured from a single moving vehicle (e.g., from
the KITTI [32] dataset). A highly accurate neural network
for point cloud registration, PointDSC [7], does not general-
ize to our setting, in which we attempt registration of point
clouds from different vehicles captured at the same instant.
We demonstrate this experimentally in §4.7.

3.1 Overlap-scoped Registration
Initial Guess. ICP’s [10] performance and accuracy depends
heavily on the initial guess for the transformation [55, 56]. A
poor initial guess can lead to local minima resulting in poor
reconstruction, and/or take many iterations to converge. In
some settings, it is possible to obtain good initial guesses.
For example, when aligning successive point clouds obtained
from a single moving vehicle, odometry can provide an ini-
tial guess, since a vehicle moves relatively short distances
between point cloud captures (e.g. 10 Hz). In RECAP, this
method does not work because we seek to align point clouds
obtained from multiple moving vehicles at the same instant.

RECAP uses positions and orientations (poses) generated
by its pose estimator (Fig. 3) to obtain an initial guess. For

https://youtu.be/SSTa3OhqiO4
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(a) 0.07 m (b) 2.28 m (c) 0.32 m
FIGURE 4: Importance of overlap. (a) ICP applied to two point
clouds with high overlap. The number below the figure shows re-
construction error (lower is better). (b) ICP applied to two point
clouds with minimal overlap, resulting in high error. (c) ICP applied
to two minimally overlapped point clouds after using overlap-scoped
registration, resulting in lower error.

this, it can either use GPS and IMU sensors smoothed using a
Kalman filter, or by matching its LiDAR output to a HD map
using a fast registration algorithm [46]. Both these approaches
result in comparable RECAP’s reconstruction accuracy (§4).

RECAP’s use of pose estimate as initial guess is, by itself,
not novel; prior work [82] has suggested this, for example.
However, we are not aware of any prior work that performs
overlap-scoped registration: using the pose estimate to deter-
mine points in the region of overlap between two point clouds,
and registering the point clouds using only those points.
Impact of Overlap. ICP and, more generally, registration
algorithms that rely only on point cloud inputs work well
when there is a significant overlap between the corresponding
views. With a small overlap, ICP sometimes fails to produce
accurate registration results. Fig. 4(a) shows the fused point
cloud obtained using ICP from two LiDARs placed close
enough to each other to have significant overlap. When we
move the LiDARs far apart to reduce view overlap, the re-
construction is visibly worse (Fig. 4(b)). This occurs because
ICP attempts to align every point in both point clouds, and
points in non-overlapping parts of the view can confound the
alignment. Moreover, ICP by itself has no way of knowing
which parts of the two point clouds overlap.

In RECAP, the views of moving vehicles will, more of-
ten than not, have little overlap. Consider a LiDAR with a
nominal range of 100 m (e.g., Ouster 𝑂𝑆1), and suppose two
cars start from the same spot and drive away from each other
at 30 mph. It is easy to show that, within 7 s, the overlap
between their LiDAR point clouds reduces to less than 50%.
Overlap-scoped Registration. While vanilla ICP has no way
to determine whether two point clouds overlap, we observe
that RECAP can use its pose estimates as well as the nominal
LiDAR range to identify points that lie in the overlapped
region. For two point clouds 𝑝𝑖 and 𝑝 𝑗 , this overlap-scoped
registration works as follows:
• Use pose estimates from vehicles 𝑖 and 𝑗 to convert each

point in 𝑝𝑖 and 𝑝 𝑗 to GPS or HD map coordinates (depend-
ing on the pose estimator used).
• Let the nominal LiDAR range be 𝑟 . For each point in 𝑝𝑖 that

(a) lies within a distance 𝑟 of vehicle 𝑗 and (b) has at least

No Crop 0.5 m 1.5 m 2.5 m
Avg. Coverage (𝑚2) 10,001 9,065 8,830 8,217

Avg. Reconstruction Error (m) 0.17 0.17 0.16 0.16
Avg. Reconstruction Time (min) 28.33 16.78 13.47 10.97

TABLE 1: Coverage, reconstruction error and reconstruction time
as a function of cropping height.

one point in 𝑝 𝑗 that is within 𝛿𝑐 of itself, add the point to
𝑞𝑖, 𝑗 , 𝑖’s overlapped point cloud with 𝑗 . Similarly, compute
𝑞 𝑗,𝑖 , 𝑗’s overlapped point cloud with 𝑖.

Intuitively, 𝑞𝑖, 𝑗 consists of points in 𝑝𝑖 that fall within the re-
gion of overlap between the two point clouds. Moreover, each
point in 𝑞𝑖, 𝑗 has at least one point in 𝑝 𝑗 within a distance 𝛿𝑐

(we call this a potential correspondence). Instead of applying
ICP to 𝑝𝑖 and 𝑝 𝑗 , RECAP applies ICP to 𝑞𝑖, 𝑗 and 𝑞 𝑗,𝑖 . This
overlap-scoped registration has two benefits:
• Because 𝑞𝑖, 𝑗 contains only points in the overlapped region

that have a potential correspondence with at least one point
in 𝑗 , ICP is likely to be more accurate than using the com-
plete point clouds.
• 𝑞𝑖, 𝑗 is usually smaller than 𝑝𝑖 , so ICP between the over-

lapped point clouds can be faster. ICP computational cost
is a function of the point cloud size.

Fig. 4(c) illustrates how overlap-scoped registration can result
in better reconstruction even with minimal overlap.

If the overlapped region is too small, ICP might converge to
a local optimum, or fail completely. For this reason, we only
consider overlaps whose size exceeds a specified threshold;
we discuss this below (§3.2).
Removing Small Objects. Small objects in the scene (e.g.,
pedestrians) can confound ICP. Consider two cars approach-
ing each other while a pedestrian crosses a crosswalk in be-
tween them. Each vehicle’s view overlaps with the other, but
each vehicle captures a non-overlapping part of the pedestrian
and ICP may not be able to align these. This occurs rarely,
since overlap extraction can trim such objects. To optimize
ICP accuracy, RECAP crops all points below a height ℎ above
the LiDAR before determining overlap and applying ICP. Af-
ter running ICP, we obtain transformation matrices between
vehicles. We generate fused point clouds with these matrices
using the original point clouds. This ensures that the fused
point cloud includes all objects including small ones.

To empirically determine ℎ, we conducted an experiment
in CARLA and explored the coverage, reconstruction error,
and reconstruction time for different cropping thresholds ℎ.
We randomly chose the number of vehicles (from 3 to 13) and
traffic scenes (4-way traffic intersection or T-junction), iter-
ated the 3D traffic reconstruction over 150 frames three times,
and averaged the reconstruction accuracy, spatial coverage,
and reconstruction time to process 150 frames. As shown in
Tbl. 1, a higher ℎ can reduce coverage, but improve accuracy
and reconstruction time because overlapped point clouds are
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FIGURE 5: (a) When two vehicles (X, Y) are near each other, after
ICP, RECAP can find the relative position of pedestrians A, B and C
and obtain a denser point cloud of C. (b) Generated point cloud.
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FIGURE 6: (a) When two vehicles (X, Y) are far away, RECAP
can expand Y’s point cloud across time, then align it with X’s point
cloud. (b) In the composite point cloud, RECAP can find the relative
positions of A, B and C after temporal expansion.
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FIGURE 7: Before and after temporal expansion of vehicle Y.

smaller. ℎ of 0.5 m is a sweet spot in this trade-off space;
future work can explore more advanced strategies.

3.2 Temporal Expansion
Limited Duration Visibility. Consider Fig. 5, which shows
two vehicles X and Y, and three pedestrians A, B and C. In
Fig. 5(a), the two vehicles are close enough to each other so
that their point clouds overlap. A is within range of X, B is
within range of Y, and C is within range of both vehicles.
After applying overlap-scoped registration (§3.1), RECAP
can: (a) find the relative positions of the three pedestrians; (b)
create a denser point cloud for C by combining the points cor-
responding to C from each vehicle’s point cloud (Fig. 5(b)).

However, as vehicles move away from each other, the de-
gree of overlap decreases to zero very quickly, beyond which
point relatively positioning other objects becomes infeasible.
We call this loss of coverage. For example, a vehicle moving
away from another stationary vehicle at 30 mph only has
coverage for about 15 s.

Algorithm 1: Efficient Temporal Expansion
Input : A sequence of successive point clouds {𝑝1, · · · , 𝑝𝑛 } from

a single vehicle.
Output: A fused point cloud 𝑝𝐹 which combines the input point

clouds.
/* Initialize loop indices & fused point cloud */

1 𝑖 ← 1, 𝑗 ← 𝑖 + 1, 𝑝𝐹 ← 𝑝1;
2 while i < n do

/* Find 𝑗 with correspondence count < 𝜌 */

3 if 𝑐𝑖,𝑗 ≥ 𝜌 then
4 𝑗 ← 𝑗 + 1;
5 continue;
6 end

/* If j reaches the end, run the last ICP */

7 if 𝑗 > 𝑛 then 𝑗 = 𝑛 + 1;
/* Run ICP and update fused point cloud */

8 𝑇 = icp(𝑝𝐹 , 𝑝 𝑗−1);
9 𝑝𝐹 ← fuse(𝑝 𝑗−1, transform(𝑝𝐹 ,𝑇 ));

10 𝑖 ← 𝑗 − 1, 𝑗 ← 𝑖 + 1;
11 end
12 return 𝑝𝐹

Temporal Expansion. RECAP recovers loss of coverage
using temporal expansion. To illustrate this, consider Fig. 6(a).
In this figure, assume that vehicles X and Y were, at some
time 𝑡 ′ in the past, near each other and that Y has moved away
so that, at time 𝑡 , there is no longer any overlap between the
two vehicles’ point clouds.

Temporal expansion aligns each point cloud of Y between
𝑡 ′ and 𝑡 (𝑝𝑌−𝑡 ′ , ..., 𝑝𝑌−𝑡 ) to create a temporally expanded point
cloud (Fig. 7). This expanded point cloud will have sufficient
overlap with X’s point cloud at 𝑡 so RECAP can apply overlap-
scoped registration to find the relative positions of A, B and C
(Fig. 6(b)). In a more general scenario, RECAP might apply
temporal expansion for X as well. During temporal expansion
also we exclude small objects as discussed in §3.1.

Because it uses point clouds retroactively, the above exam-
ple illustrates backward expansion. RECAP also can perform
forward expansion. At time 𝑡 , if Y is moving towards X and
meets (or is near to) it at time 𝑡 ′, RECAP can use Y’s point
clouds between 𝑡 and 𝑡 ′ to proactively expand Y’s point clouds.
RECAP does not attempt expansion when two vehicles never
meet in the past or the future.

To determine 𝑡 ′, RECAP finds the time in the past (back-
ward expansion) or the time in the future (forward expansion),
where the number of points in the overlap between X and Y’s
point cloud is the highest. To do this, it continuously tracks
overlaps between each pair of vehicles at every instant.

Expansion can be computationally intensive. LiDARs gen-
erate point clouds at 10 Hz, and aligning every point cloud
using ICP can increase time-to-reconstruction (§2.1). To re-
duce this, RECAP minimizes the number of ICP invocations
in the temporal expansion, as described next.



ACM MobiCom ’24, November 18–22, 2024, Washington D.C., DC, USA C. Shin et al.

Efficient Expansion. To minimize ICP invocations, RECAP
relies on an empirical observation: as long as the number
of points in the overlapped point cloud (𝑐𝑖, 𝑗= |𝑞𝑖, 𝑗 | in §3.1)
exceeds a threshold 𝜌, ICP can accurately align the corre-
sponding point clouds. Below this threshold, ICP often fails
(§4.8). Thus, for each vehicle, RECAP tracks, for each suc-
cessive pair of point clouds 𝑝𝑘 and 𝑝𝑘 ′ , 𝑐𝑘,𝑘 ′4, the number of
points in the overlapped point cloud between the 𝑘-th point
cloud and the 𝑘′-th point cloud from the same vehicle.

Now, suppose we are trying to expand a vehicle Y between
time 𝑡 ′ (in the past) and 𝑡 . RECAP starts at 𝑡 ′ and finds the
furthest time 𝑡1 < 𝑡 such that 𝑐𝑡 ′,𝑡1 ≥ 𝜌. In other words, it finds
the furthest 𝑡1 such that ICP can register the point cloud at
𝑡 ′ with that at 𝑡1. It then fuses the two point clouds, and then
repeats this step: i.e., it finds the furthest 𝑡2 < 𝑡 from 𝑡1 such
that 𝑐𝑡1,𝑡2 ≥ 𝜌, and so on. Algorithm 1 formalizes this. The
input to this algorithm is a sequence of successive LiDAR
frames 𝑝𝑖 from a vehicle, and its output is a single temporally
expanded frame 𝑝𝐹 that fuses these frames with as few ICP
invocations as possible. The algorithm works as follows:
• Initially, 𝑝𝐹 is assigned 𝑝1, the first frame in the sequence

(line 1). Variables 𝑖 and 𝑗 track the frames between which
RECAP performs ICP.
• In the while loop (lines 2-11), RECAP increments 𝑗 to

the first point where an ICP between 𝑖 and 𝑗 would likely
fail because of too few correspondences. At that point, it
performs icp() (line 8) between 𝑝𝐹 and 𝑝 𝑗−1 (the furthest
frame likely to result in accurate ICP), and fuses 𝑝𝐹 with
𝑝 𝑗−1, updating 𝑝𝐹 with the result (line 9).
• The while loop terminates when 𝑖 reaches 𝑛 (line 7).
Backward and Forward Expansion. As described earlier,
RECAP can expand both backward and forward in time. It
can do this by feeding point cloud frames to Alg. 1 in the
appropriate order. For example, to expand backwards at time
𝑡 to 𝑡 ′, RECAP would use as 𝑝1 the point cloud at 𝑡 ′ and as
𝑝𝑛 the point cloud at time 𝑡 . To expand forwards at time 𝑡 to
𝑡 ′, RECAP would use as 𝑝1 the point cloud at 𝑡 and as 𝑝𝑛 the
point cloud at time 𝑡 ′.
Why Not SLAM? RECAP could have also used SLAM
(e.g., FAST-LIO2 [77]) to align temporal point clouds from
a single vehicle. However, for accident scene reconstruction,
SLAM is less accurate, as demonstrated in §4. FAST-LIO2
uses scan-matching to iteratively register incoming 3D point
clouds using ICP. For real-time operation, FAST-LIO2 limits
the number of ICP iterations. Thus, it can align point clouds
faster but at the cost of registration accuracy. RECAP can run
ICP for longer, so has relatively higher registration accuracy.5

4For ease of exposition, we abuse notation. Subscripts sometimes refer to
vehicles, and sometimes to LiDAR frames across time. The correct interpre-
tation will be evident from the context.
5For short traces, as is the case for expansion. Over longer traces, FAST-LIO2
will outperform RECAP because it has sophisticated drift mitigation.

All Reliable All Unreliable RECAP
Reconstruction Error (m) 1.38 1.38 0.10

TABLE 2: Reconstruction error from pose graph estimation.

Pairwise ICP with Expansion. RECAP combines overlap-
scoped registration and temporal expansion between each pair
of vehicles, at each instant in time. Consider a pair of vehicles
(𝑖, 𝑗) at time 𝑡 . Let 𝑝𝑖 and 𝑝 𝑗 be the point clouds for 𝑖 and 𝑗 at
time 𝑡 . RECAP combines these two steps as follows:
1. Extract overlapped point clouds 𝑞𝑖, 𝑗 and 𝑞 𝑗,𝑖 (§3.1).
2. If the count of potential correspondences is more than 𝜌,

run ICP between 𝑞𝑖, 𝑗 and 𝑞 𝑗,𝑖 (ICP without expansion).
3. Else if 𝑖 and 𝑗 met at time 𝑡 ′, expand 𝑝𝑖 and 𝑝 𝑗 till time
𝑡 ′ using Alg. 1, and, if the expanded point clouds have
sufficient potential correspondences, run overlap-scoped
registration (§3.1) on the expanded point clouds.

At this point, at each instant 𝑡 , RECAP runs pairwise ICP to
generate the transformation matrix 𝑇𝑖, 𝑗 for each vehicle pair.

3.3 Improving Multi-way Registration
Pose Graph Optimization. Each transformation matrix ob-
tained from pairwise ICP describes how to transform the pose
of one vehicle to the coordinate frame of reference of the
other vehicle. However, RECAP needs to transform the pose
of each of these vehicles into a global coordinate frame of
reference: it needs to find, for each vehicle 𝑖, a transforma-
tion matrix 𝑇𝑖 that converts 𝑖’s pose to this global frame of
reference. Prior work by Choi et al. [14] has developed an
optimization technique which searches for the best 𝑇𝑖 that
minimizes overall distance between correspondences. This
work has applied this problem to reconstructing indoor scenes
from RGB-D images captured by a single camera traversing
the scene over time. We adapt this algorithm to work in our
setting: multi-way registration of point clouds captured at the
same instant in time from spatially distributed vehicles.
Impact of ICP Error. To determine 𝑇𝑖 , we adapt [14] to
model the results of pairwise ICP (§3.2) as a pose graph, in
which node 𝑖 represents a vehicle, and edge 𝑖, 𝑗 represents
𝑇𝑖, 𝑗 . However, pose graph optimization results in high error
if the input transformations have high error [15, 33]. To deal
with this, [14] uses a heuristic: it assumes that ICP between
successive point clouds in a single camera is reliable (has
low error), but ICP between other point clouds may be unreli-
able. For these unreliable edges, their approach heuristically
estimates the confidence in the edge, and prunes out low con-
fidence edges. Because it obtains point clouds from different
LiDARs, RECAP cannot use their heuristic for reliability.
Simpler heuristics (assuming either all edges are reliable or
all are unreliable) also result in poor accuracy (Tbl. 2).
Participant Selection. RECAP uses a different approach. ICP
returns the number of actual correspondences found. If this
number on edge 𝑖, 𝑗 is higher than a threshold (𝜇, learnt from
simulations), RECAP inserts the edge into the pose graph,
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else it does not. Because pose graph optimization requires a
clique, RECAP then finds the maximum clique in the resulting
pose graph before running the optimization. Effectively, this
approach finds the largest set of participants whose views are
likely to result in low reconstruction error, so we call this
participant selection. In doing so, RECAP trades-off a little
spatial coverage (because it may use fewer participants) for
accurate reconstruction.

4 Evaluation
We evaluate RECAP’s performance using real-world experi-
ments as well as traces collected from a simulator.

4.1 Methodology
Implementation. Our RECAP implementation uses the Point
Cloud Library [57] for pairwise ICP, and Open3D [86] for
pose graph optimization. Our implementation is 8,100 lines
of code, not including the above libraries.
Experiments. We collect traces, then run RECAP on these
on an Intel i9-9900K CPU (16 cores, 3.60 GHz).

Real-world Traces. To evaluate RECAP, we collect traces
using sensors mounted on two vehicles. Each vehicle has
either an Ouster OS0-64 or an OS1-64 and a mobile phone
with GPS and gyroscope. We use SensorLog [62] to collect
GPS and gyroscope data. To collect the ground-truth pose of
each vehicle, we mount an Xsens GNSS MTi-680G RTK. We
use this pose to transform each vehicle’s point cloud to the
GPS coordinate system, and fuse the point clouds to obtain
the ground-truth point cloud.

Simulator Traces. We also collect traces using the
CARLA [25] simulator which models realistic traffic
environments, behaviors of traffic participants (e.g., vehicles
and pedestrians), and supports various sensors including
GPS and IMU sensors. To simulate realistic LiDARs, we use
CARLA’s built-in model for the Ouster OS1-128 LiDAR.

In CARLA, we spawn vehicles and pedestrians in three dif-
ferent intersection types: a 4-way intersection, a T-junction,
and a roundabout. We focus on intersections for two rea-
sons. First, at intersections or roundabouts, traffic dynamics
are more complicated than on road segments, with vehicles
arriving or departing in different directions, making recon-
struction harder. Second, 50% of all serious accidents and
25% of fatalities [26, 27] occur at intersections. Since acci-
dent reconstruction is a key use case for RECAP, we chose
these intersection types to demonstrate RECAP’s performance
in these settings. In each scene, as vehicles and pedestrians
move, we collect on-board LiDARs, GPS, and IMU sensor
data at 10 Hz. We also collect ground-truth poses from the
simulator for computing ground-truth point clouds.

For each intersection type, we collect traces for different
scenarios by varying the number of vehicles from 3 to 13;
beyond this, the capacity of the intersection is exceeded and

# of Vehicles
Scheme 3 5 7 9 11 13
SAC-IA 2.59 8.16 8.08 8.37 8.70 9.02

FGR 3.22 6.89 6.54 7.84 7.81 9.47
Go-ICP 2.82 7.76 7.47 7.68 7.97 9.27

GPS+IMU 0.95 1.10 1.14 1.18 1.14 1.23
GPS+IMU+KF 0.62 0.68 0.69 0.71 0.68 0.83

HDMap 0.14 0.19 0.20 0.27 0.22 0.40
RECAP 0.07 0.10 0.12 0.13 0.12 0.15

TABLE 3: Avg. reconstruction error (m) of RECAP and baselines.

vehicles incur significant wait times. We average results over
three runs that randomize the traffic flow (e.g., initial positions,
speeds, trajectories and types of vehicles).
Metrics. We evaluate RECAP using three metrics (§2.1):

Reconstruction Error of a fused point cloud is the aver-
age distance between a point in the point cloud and its nearest
point in the ground-truth point cloud. This is commonly used
for evaluating reconstruction accuracy [61].

Spatial Coverage is the area of the projection of a fused
point cloud on the ground plane. We use this metric in some
experiments to demonstrate the importance of expansion.

Time-to-reconstruction measures the time RECAP re-
quires to process a trace, assuming elastic cloud resources
(since most RECAP components execute on the cloud, Fig. 3).
Specifically, many steps in RECAP are parallelizable (e.g.,
computing pairwise ICP or extracting the overlap between
vehicle point clouds). For such steps, we estimate the time to
run these in parallel, and our time-to-reconstruction metric
measures the total time taken by RECAP for the trace.
Baselines. We compare RECAP against:

GPS+IMU uses GPS and IMU to fuse point clouds (§2.2).
GPS+IMU+KF applies a Kalman filter to GPS+IMU read-

ings before fusing point clouds.
HDMap obtains a pose estimate by matching each point

cloud with a pre-built HD map. In our implementation, we use
NDT (Normal Distribution Transformation [46]), a variant
of ICP to match a point cloud to the HD map. NDT is the
most widely-used point cloud matching algorithm for LiDAR-
based localization [13, 43, 69, 75]. Since each vehicle’s pose
estimate is already in the HD map’s coordinate system, we
simply merge all point clouds to obtain a fused point cloud.

SAC-IA [56] uses no extraneous sensor or map informa-
tion, but finds correspondences between two point clouds
using unique features of points (e.g., point normals or the
number of neighbors). For this reason, it can be robust to
the degree of overlap. Additionally, it finds an optimal trans-
formation between two point clouds using a subset of the
point cloud, so registration accuracy is less impacted by non-
overlapping regions (§3.1). We use SAC-IA to align pairwise
point clouds and run pose graph optimization to align multiple
point clouds.
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Real-world Trace A B C D E
Avg. Reconstruction Error (m) 0.17 0.26 0.21 0.15 0.23

TABLE 4: Avg. reconstruction error (m) from five real-world traces.

FGR [85] (or Fast Global Registration) relies on feature
correspondences only, like SAC-IA. Unlike SAC-IA, it can
be potentially faster, because it does not include RANSAC-
based model proposal and evaluation. For this baseline, we
run FGR to align pairwise point clouds and run pose graph
optimization for multiple point clouds.

Go-ICP [79] is a variant of ICP that avoids local minima.
Because it finds the globally optimal alignment, it is known to
be more robust to initial guesses. For this baseline, we run Go-
ICP for pairwise registration and run pose graph optimization
for multiway registration.

4.2 Accuracy Comparison Against Baselines

The primary requirement for RECAP is high reconstruction
accuracy (§2). So, we compare RECAP against other base-
lines (§4.1) on reconstruction error and show that it outper-
forms the baselines. For this experiment, we use a large 4-way
intersection in CARLA.
Results. Tbl. 3 shows the average reconstruction error of
RECAP and other baselines across all of these scenarios. SAC-
IA, FGR and Go-ICP, because they do not use any extraneous
information (e.g., a pose guess), perform poorly with average
errors on the order of nearly 9 m. Error standard deviations
for these three schemes range from 1.10 to 2.72. Moreover,
they have a time-to-reconstruction of more than 6 hours (even
with elastic cloud resources, §4.1).

GPS+IMU incurs a reconstruction error of about 1 m. We
model a GPS device in CARLA with a 2 m error, consistent
with the best reported accuracy of commodity GPS devices
installed on vehicles [11, 80], so 1 m error is not surprising.
Applying a Kalman filter (GPS+IMU+KF) reduces the error
by around 25% to around 75 cm. Recall that RECAP also uses
Kalman-filtered GPS readings, but only as an initial guess. By
contrast, GPS+IMU+KF uses the position estimate directly
to fuse point clouds. Error standard deviations of GPS-based
schemes are between 0.19 and 0.37.

The most accurate baseline, HDMap, achieves a reconstruc-
tion error of about 25 cm. It uses the position estimate directly
to fuse point clouds, but is more accurate because HDMap-
based positioning is more accurate than GPS. Its standard
deviation of error ranged from 0.09 to 0.26.

RECAP improves on HDMap accuracy by about 2×.
Across the different scenarios, RECAP’s average accuracy
is in the range of 10-15 cm with standard deviations of
0.07-0.17. As such, for accident reconstruction, where
positioning accuracy is crucial, RECAP is clearly the most
preferred alternative.

# of Vehicles
Scene Type 3 5 7 9 11 13

4-way Intersection 0.07 0.10 0.12 0.13 0.12 0.15
T-junction 0.12 0.10 0.14 0.15 0.11 0.11

Roundabout 0.06 0.10 0.12 0.10 0.09 0.07

TABLE 5: Avg. reconstruction error (m) for different traffic scenes.

Tbl. 3 shows the impact of traffic density on reconstruction
error. RECAP’s careful participant selection enables it to have
low error even at high traffic density. Other approaches are
independent of density, except for SAC-IA and FGR.

4.3 Real-world Experiments
We also collected five traces from on-vehicle LiDARs (§4.1)
to verify that RECAP works on real-world traffic scenes. In
trace A, collected on a university campus, two vehicles drive
one behind the other. In B, collected on the same campus,
the two vehicles drive towards each other. In C, collected in
a neighborhood off-campus, the vehicles also drive towards
each other. D and E are from a different neighborhood off-
campus while D has two vehicles driving with same direction
and E has two vehicles with opposite direction. We used the
OS0-64 for trace A, B and C and OS1-64 for the rest.
Results. Tbl. 4 shows the average reconstruction error from
above five real-world traces.6 A and D exhibit 15-17 cm error.
In these traces, since the vehicles are traveling in the same di-
rection, RECAP does not need to invoke expansion. For traces
B, C and E, in which vehicles move in opposite directions, the
error is slightly higher (26 cm, 21 cm and 22 cm respectively,
standard deviations range from 0.08 to 0.24). This is because
expansion increases error slightly while increasing spatial
coverage (§4.6). While these errors are in the ballpark of
reconstruction errors from simulation (§4.2), they are consis-
tently a few centimeters higher. We attribute this to errors in
GNSS-RTK for ground-truth poses — commercial receivers
are known to exhibit 5-10 cm in urban environments [38].

4.4 Different Intersection Types
To verify that RECAP can achieve consistent performance
across different intersection types, we compute, from sim-
ulator traces, reconstruction error for the three types of in-
tersections listed in §4.1 and shown in These three types of
intersections exhibit qualitatively different traffic patterns.
Results. Tbl. 5 shows the average reconstruction error across
different numbers of vehicles. Despite the differences in traffic
dynamics, RECAP exhibits low reconstruction error across
these intersection types (of less than 15 cm). This suggests
that it is robust to variations in the way traffic approaches and
navigates an intersection. The standard deviations of error
were 0.07-0.17 for the 4-way Intersection, 0.08-0.15 for the
T-junction, and 0.03-0.14 for the Roundabout.
6Generated 3D traffic videos at https://www.youtube.com/@RECAP-o2p

https://www.youtube.com/@RECAP-o2p
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Component # of Vehicles
3 7 13

Overlap + Expansion (p) 1004.51 2709.54 7100.13
Pairwise ICP (p) 345.19 441.78 556.24

Decompression (v) 76.10 81.29 88.75
Initial Guess + Crop (v) 1.99 2.29 2.55

Selection + Pose Optimization 1.14 1.50 2.55
Total 1428.94 3236.40 7750.22

TABLE 6: Avg. latency per frame for each components (ms).

# of Vehicles
Scene Type 3 7 13

4-way Intersection 3.65 (2.24) 10.13 (2.84) 15.33 (3.11)
T-junction 4.77 (2.30) 8.47 (2.99) 21.39 (6.32)

Roundabout 2.30 (2.17) 5.66 (3.26) 14.97 (5.61)
TABLE 7: Avg. time-to-reconstruction (minutes) for 150 frames.

4.5 Time-to-reconstruction
In these and subsequent experiments, we show results only
for 3, 7 and 13 vehicles for brevity. We begin by exploring the
breakdown of latency for different components of RECAP.
Latency Breakdown. The breakdown of average latency for
the time to process a single frame by components is shown
in Tbl. 6. In this table, some components execute once per
vehicle (v) during a frame. Examples include point cloud
decompression, or initial guess estimation. Each instance
of execution can be parallelized, and the time shown is the
average across all frames of the maximum time to execute the
component for one vehicle. Other components execute once
per pair of vehicles (p). These include overlap extraction and
pairwise ICP. For these too, we calculate the latency as the
average across all frames of the maximum per pair execution
time. Finally, some components are entirely sequential, such
as participant selection and pose optimization.

Tbl. 6 shows that the dominant components (overlap ex-
traction/expansion and pairwise ICP) are the ones most easily
parallelizable. Other components are minuscule by compar-
ison. In particular, the sequential components that operate
across all vehicles (participant selection and pose optimiza-
tion) together take a few milliseconds.
Average Time-to-reconstruction. This is time to process
each trace of the different intersection types with different
number of vehicles.

Tbl. 7 shows that reconstruction time is less than 22 min-
utes across all of the scenarios we have explored (assuming
that all parallelizable components are actually executed in
parallel, §4.1). With more vehicles, RECAP needs higher
time-to-reconstruction because expansion is invoked more fre-
quently because of much more complex traffic dynamics. This
demonstrates that, at least for the cases we have explored, RE-
CAP can generate a reconstruction at the timescales required
for a police officer to respond to and process an accident. For

# of Vehicles 3 7 13
With Overlap 3.65 10.13 15.33

Without Overlap 5.47 17.48 19.54
TABLE 8: Avg. time-to-reconstruction (minutes) with and without
overlap extraction.

# of Vehicles 3 7 13
With Expansion 7,387 10,568 12,434

Without Expansion 5,928 6,647 7,754
TABLE 9: Avg. spatial coverage (𝑚2) with and without expansion.

instance, at least one major city in the US aims to respond
to emergencies within 10 minutes [23]. Thereafter, police
likely need 10-15 minutes to process the scene (interview
witnesses, take photographs, redirect traffic etc.). The stan-
dard deviations of time-to-reconstruction were 1.60-6.46 for
4-way Intersection, 0.70-11.43 for T-junction, and 0.22-1.96
for Roundabout.

For faster reconstruction, RECAP can also generate a recon-
struction without expansion. This has lower coverage (§4.6),
but can be more accurate and run much faster (within 5 min-
utes in most cases, numbers in parentheses in Tbl. 7). Finally,
RECAP can be optimized further (e.g., by using the GPU to
run ICP, or by minimizing expansion in dense traffic); we
have left this to future work.

4.6 Ablations
Overlap-scoped Registration. To demonstrate the benefits
of overlap-scoped registration, we compare reconstruction
error (Fig. 8(a)) and time-to-reconstruction (Tbl. 8) with and
without this technique. Overlap-scoped registration consis-
tently reduces error, sometimes by up to 2×; it also reduces
time-to-reconstruction by 1.27-1.7× in our experiments.
Temporal Expansion. To quantify the benefit of expansion,
we compare reconstruction error (Fig. 8(b)) and spatial cover-
age (Tbl. 9) with and without expansion. We compute cover-
age (§4.1). RECAP is able to cover 19.7%, 37.1% and 37.6%
more space with expansion enabled. However, expansion can
increase reconstruction error; without expansion, reconstruc-
tion error can be below 5 cm, 2× or more lower than with
expansion. Whether the increase in spatial coverage is worth
the impact in accuracy can depend on the use-case for the
reconstructed data. A user of RECAP can selectively enable
expansion when greater coverage is desired.
Participant Selection. Fig. 8(c) shows that without partici-
pant selection, reconstruction error can be as high as 41 cm
in some scenarios. For the three scenarios that we evaluate,
RECAP selects 2.5, 4.5 and 6.9 vehicles respectively on aver-
age per frame. Thus, without participant selection, RECAP
can be adversely impacted by traffic density, so selection is
crucial for ensuring reconstruction accuracy.
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FIGURE 8: Avg. reconstruction error (m) with and without (a) overlap-scoped registration, (b)

temporal expansion, and (c) participant selection.
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FIGURE 9: Impact of overlap on
reconstruction error, 𝜌=3000.

Initial Guess Cropped Overlapped Expanded
≤ 80 cm 5 2 7 41
≤ 50 cm 1 2 4 39
≤ 30 cm 1 2 2 37

TABLE 10: Frames with reconstruction error less than a given limit.

Avg. Distance (m) 4.64 8.55 11.74 16.39 18.19 29.37
PointDSC 0.12 0.17 0.26 0.95 1.27 2.08
RECAP 0.02 0.01 0.02 0.04 0.01 0.06

TABLE 11: Avg. error (m) of PointDSC and RECAP at different
offsets.

4.7 Design Alternatives
Using Deep Learning Based Registration. Instead of ICP,
we could have used a deep neural network for spatial and tem-
poral registration. The state-of-the-art, PointDSC [7], runs
a conventional feature extraction algorithm (FPFG [56] or
FCGF [16]), then matches features and extracts the transfor-
mation matrix using a neural network. To evaluate PointDSC,
we used a model trained with KITTI data [32].

Spatial Registration. Tbl. 10 shows the results of an exper-
iment in which we attempted to register 150 pairs of frames
using PointDSC, at several stages in the RECAP pipeline
(with the initial guess only, after cropping, after overlap ex-
traction, and after expansion). PointDSC is able to register
25% of the frames or less within 30 cm. In contrast, RECAP is
able to register all 150 frames to within a few centimeters. We
conjecture (but cannot verify since PointDSC lacks explain-
ability) that this is because PointDSC is trained with frames
obtained from a single moving vehicle, so cannot generalize
to settings where frames are from different vehicles.

Temporal Registration. Tbl. 11 shows PointDSC’s recon-
struction error for temporal registration used during expan-
sion. In this experiment, we attempted to register point clouds
from a single vehicle at different distances from each other.
When point clouds are within 10 m of each other, PointDSC
is reasonably accurate (but RECAP’s overlap-scoped registra-
tion is much more accurate). Beyond 10 m, the performance
of PointDSC degrades significantly for a reason we cannot de-
termine because the model lacks explainability. We have left

𝜇 2000 3500 5000 6500 8000
Reconstruction Error (m) 0.15 0.13 0.11 0.09 0.08

# of Participants 7 6 6 4 4

TABLE 12: Reconstruction error and the number of participants
varying the threshold 𝜇. We use 5000 for 𝜇.

it to future work to design more generalizable deep learning
approaches for registration.
SLAM for Temporal Expansion. We could have used SLAM
to align temporal point clouds (§3.2). We compared our tem-
poral expansion with FAST-LIO2 [77], the state-of-the-art in
LiDAR-inertial odometry. We obtained fused point clouds
from both our temporal expansion and FAST-LIO2, and mea-
sured the reconstruction error of the temporally fused point
clouds. We averaged the error over 7 sequences each of 100
temporal frames. FAST-LIO2 incurs an average error of 6 cm
while our temporal expansion incurs an error of 4 cm. SLAM
trades-off some accuracy for speed (§3.2); FAST-LIO2 re-
quires 64 ms to process a frame on average, while RECAP
takes 2.5 seconds.

4.8 Sensitivity

Threshold for Expansion. The threshold 𝜌 in §3.2 decides
when to invoke temporal expansion. After about 3000 points
(about roughly 12% of raw point cloud size), reconstruction
error starts to rise (Fig. 9) significantly, so we use this as
the value of 𝜌 in our experiments. This result is for one trace;
other traces show similar behavior, so we omit these for space.
Threshold for Participant Selection. The threshold 𝜇 deter-
mines number of actual correspondences used in participant
selection. Tbl. 12 shows that when we set a higher threshold
for participant selection, RECAP selects fewer participants
leading to lower reconstruction error. We use 𝜇 = 5000, a
sweet-spot between accuracy and the number of participants.
HD Map Positioning for Initial Guesses. Instead of
smoothed GPS estimates, RECAP can also use position
estimates generated using HD maps (§3.1). This approach
results in comparable reconstruction accuracy to using GPS
(Tbl. 13). Thus, RECAP satisfies our fourth requirement in
§2.2 — it does not rely on HD maps for accuracy.
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# of Vehicles 3 7 13
HD Map Positioning 0.09 0.15 0.18
GPS+KF Positioning 0.07 0.12 0.15

TABLE 13: Reconstruction error using HD maps as an initial guess.

Point Cloud Compression. RECAP compresses point clouds
using octree compression [58]. Two parameters, point res-
olution (coding precision of points) and octree resolution
(minimum voxel size), impact its compression efficacy. RE-
CAP uses 0.0001 m for point resolution and 0.01 m for octree
resolution, and achieves average bandwidth of 20.33 Mbps
per vehicle and maximum 34 Mbps per vehicle. This is well
within LTE supported transfer speeds; e.g., average 34 Mbps
in North America [18]. Except for the highest compression
ratio, reconstruction error is relatively unaffected by changes
to these parameters (results omitted for brevity).

5 Related Work
Traffic Reconstruction. Traffic reconstruction or traffic esti-
mation using various sensors has a long history [76]. Tradi-
tionally, traffic flow estimation has relied on roadway sensors
(e.g., loop detectors) [20, 44, 49, 71]. Because static sensors
can be expensive [35], more recent methods have explored
using mobile devices either exclusively [17, 81], or in con-
junction with static sensors [35, 50]. Other work has explored
using simulators [42, 65] for 3D traffic visualization using
sensor data [63, 64, 76]. In contrast, RECAP reconstructs the
traffic scene in 3D from vehicular on-board sensors, providing
direct information on traffic dynamics.
Collaborative Perception in Autonomous Vehicles. Using
V2X connectivity, autonomous vehicles with on-board sen-
sors can share their sensor data with each other to improve
traffic safety [4, 52, 53, 83]. Unlike these approaches, RECAP
seeks to reconstruct driving scenes post-facto.
Point Cloud Registration. ICP pioneered point cloud regis-
tration [10, 72]. However, accurate ICP requires a good initial
guess and sufficient overlap between point clouds [54]. To
address these, prior work has proposed RANSAC-based al-
gorithms [5, 48, 51, 72, 84]. However, these are known to be
computationally heavy and tend to be less accurate compared
to ICP. RECAP ensures faster, more accurate, registration
using overlap-scoped registration. [45] scopes RANSAC to
features in the overlapped region, but this is too slow (4-6 sec-
onds per frame) for RECAP. Most prior work on ICP focuses
on accuracy [60], registers point clouds from a single vehi-
cle/robot [60, 82], and uses ICP to reconstruct static parts
of the environment. Instead, RECAP uses ICP as a building
block for 3D traffic reconstruction from multiple vehicles. To
our knowledge, RECAP is the first end-to-end system towards
this. Recent work has explored deep-learning based registra-
tion [8, 15, 29, 33, 36, 78], but these do not generalize well
to our settings (§4.6).

Recent work, VI-Eye [34] and VIPS [66], devises novel
pairwise registration between point clouds from a vehicle and
a road-side LiDAR; in contrast, RECAP performs multi-way
registration between point clouds from multiple vehicles. VI-
Eye and VIPS extract and match features instead of raw 3D
points which trades off accuracy for latency. For this reason,
they require a large overlap without which registration would
fail. RECAP can register point clouds even if there is little
or no overlap. Like RECAP, VI-Eye and VIPS use registra-
tion accuracy and computation overhead as metrics. Unlike
RECAP, they do not consider coverage, an essential metric
for our target application, reconstruction. More generally, be-
cause RECAP is designed for offline reconstruction, it can
operate in a different point in the trade-off space: it optimizes
for accuracy by registering raw point clouds instead at the
cost of higher latency.

6 Limitations and Future Work
Time Synchronization. RECAP uses Network Time Protocol
(NTP) which can still result in clock synchronization error
of a few milliseconds, and these may contribute to the errors
we observe in RECAP. For a vehicle travelling at 40 mph,
a 10 ms clock offset translates to about 18 cm displacement
error. That said, these synchronization errors are one reason
we have a localization target of 10-20 cm. Future work can
explore more accurate time synchronization methods.
Memory and Storage Overhead. Memory and storage have
not been an issue running RECAP on modest desktop re-
sources in our experimentation settings §4.1. However, a
practical service based on RECAP will need to address mem-
ory usage, as well as storage and retention policies. These
will depend on service pricing, operations costs etc., so are
beyond the scope of our paper.
Near Real-time Reconstruction. RECAP is optimized for
post-facto traffic accident reconstruction, so it improves ac-
curacy and coverage while ensuring reconstruction within
minutes. Future work can consider adapting RECAP to per-
mit near real-time reconstruction — which may be useful for
live traffic analytics — by exploiting accelerators (our current
implementation does not exploit GPUs), or by trading off
some accuracy and coverage for speed.

7 Conclusions
RECAP opportunistically reconstructs 3D traffic scenes,
achieves high reconstruction accuracy, and generates a
volumetric video from a sequence of stitched LiDAR point
clouds in minutes. Beyond future work discussed in §6,
other future work can explore better ways to filter small
objects in the scene to improve registration accuracy, exploit
infrastructure sensors, or use photogrammetry to generate a
static map to obtain initial guesses for registration.
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